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The field of Traffic Econometrics includes all mathematical models and statistical procedures to quantitatively analyze empirical (transportation) data with respect to economic effects.
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The model function is a mathematical representation of the economic process under investigation. The model's mathematical structure must reflect reality as well as possible:

- linear vs. nonlinear
- deterministic vs. stochastic
- single or multiple equations that may be linked, chained, or with feedback
- which exogenous variables are relevant?

The model structure defines the qualitative aspects and the model parameters the quantitative aspects of whatever is to be investigated

Make it as simple as possible but not simpler (Einstein)
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## Example: average distance travelled in vehicles per year

- $y$ : distance $[\mathrm{km} /$ year] (deterministic because of "average" )
- $\tilde{x}_{1}$ : income $[€ /$ year $]$
- $\tilde{x}_{2}$ : fuel cost [€/liter]
- Two exogenous variables $\rightarrow 4$ factors:
$g_{0}(\tilde{\boldsymbol{x}})=1, g_{1}(\tilde{\boldsymbol{x}})=\tilde{x}_{1}, g_{2}(\tilde{\boldsymbol{x}})=\tilde{x}_{2}, g_{3}(\tilde{\boldsymbol{x}})=\tilde{x}_{1} \tilde{x}_{2}$,
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\text { Model: } \quad y=\beta_{0}+\beta_{1} \tilde{x}_{1}+\beta_{2} \tilde{x}_{2}+\beta_{3} \tilde{x}_{1} \tilde{x}_{2}=\sum_{j=0}^{3} \beta_{j} x_{j}
$$

? Discuss the elasticity $\epsilon_{2}=\frac{\bar{x}_{2}}{\bar{y}} \frac{\mathrm{~d} y}{\mathrm{~d} x_{2}}=\frac{\beta_{2} \bar{x}_{2}}{y}=-0.15$
! $0.15 \%$ decrease in kilometrage per increase of the fuel costs by $1 \%$
? Discuss the meaning of the factors, particularly the product $x_{3}$
! $x_{0}=1$ : constant; $x_{1}=\tilde{x}_{1}$ : increase with income $\left(\beta_{1}>0\right) ; x_{2}=\tilde{x}_{2}$ : price sensitivity $\left(\beta_{2}<0\right)$; $x_{3}=\tilde{x}_{1} \tilde{x}_{2}$ : increase of price sensitivity (becoming less negative) with increasing income ( $\beta_{3}>0$ )
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3. Nonlinear models that can be linearized

Classical example: unlimited growth

$$
G(t)=G_{0} e^{t / \tau+\epsilon}
$$

- endogenous variable $G$ : growth measure, e.g., company size, \#items sold of a newly introduced product
- exogenous variable $t$ : time
- parameter $G_{0}$ : initial growth measure
- parameter $\tau$ : time for growing by a factor of $e=2.71 \ldots$
- random multiplicative factor $e^{\epsilon}$

$$
\text { Linearisation: } \quad Y(t)=\ln G(t)=\ln G_{0}+\frac{t}{\tau}+\epsilon
$$

Reformulation by setting $x_{0}=1, x_{1}=t, \beta_{0}=\ln G_{0}, \beta_{1}=1 / \tau$ :
Standard form: $Y(\boldsymbol{x})=\boldsymbol{\beta}^{\prime} \boldsymbol{x}+\epsilon$
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4. Irreducibly nonlinear models Classical example: limited growth

$$
y(t)=\frac{y_{s}}{1+\left(y_{s} / y_{0}-1\right) e^{-t / \tau}}
$$

- Solution of the ODE $\frac{\mathrm{d} y}{\mathrm{~d} t}=\frac{y(t)}{\tau}\left(1-\frac{y(t)}{y_{s}}\right)$ for the initial value $y\left(t_{0}\right)=y_{0}$
- Plot for $t_{0}=1950, y_{0}=3 \%, y_{s}=60 \%$, and $\tau=10$ years
? What might this represent?
! For example, the penetration rate for passenge
 cars per person.


## Actual example: Corona simulation



Simplest macroscopic SI (susceptible-infected) model:
$y(t+\tau)=y(t)+R_{0} y(t)(1-y(t)) \rightarrow$ same model as above $\Rightarrow$ Lecture 01a
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## Linking



One or more endogenous variables of a model equation serve as exogenous variables of other model equations

## Chaining



The endogenous variables of Model 1 serve as exogenous variables of Model 2
$\rightarrow$ Special case of chaining: time evolution: the endogenous variables at time $t$ are the exogenous variables at the next time sten $t+\Delta t$
$\Rightarrow$ The model itself is generally the same in all steps (autonomous model)

## Chaining



The endogenous variables of Model 1 serve as exogenous variables of Model 2


- Special case of chaining: time evolution: the endogenous variables at time $t$ are the exogenous variables at the next time step $t+\Delta t$
- The model itself is generally the same in all steps (autonomous model)


## Feedback



Combination of chaining and linking

## Complex example: Four-Step Model of transportation planning




[^0]:    - random multiplicative factor

